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How was REGN-
COV2 developed?

Claim First Stage Retrieval

Top 10 articles chunked 
into documents

Second Stage Reranker

Fine-grained reranking 
of documents

Regeneron’s 
antibody based 
treatment, called 
REGN-COV2, is 
classified as 
experimental and 
still in clinical trials. 
The company 
reported in a 
September 29… 

To develop REGN-
COV2, Regeneron 
scientists evaluated 
thousands of fully-
human antibodies 
produced by the 
company’s 
VelocImmune® 
mice, which have 
been genetically…

Focus of this work

Sub-questions

Dense 
Retriever

Our Contribution
Novel supervision signals for 
fine-tuning dense retrievers 
for complex fact-checking

Why is retrieval for fact-
checking hard? 
• Claims are often only subtly true 

or false
• Must infer context from the 

claim
• Documents may only obliquely 

address a false claim and lack 
token overlap with the question

Task: Retrieve documents to fact-check claims 
Relevant documents should address questions in-context 
with the claim

Relevant but lacks information on 
how REGN-COV2 was developed

US President Donald 
Trump following his 
positive diagnosis of 
COVID-19, was given 
treatment developed 
from the use of fetal 
tissue, made by the 
company Regeneron.

Method: Generate positive and negative documents for contrastive training

Documents may be relevant even if gold 
answer is not present

GPT Answer 
Genetically 
modified mice

Gold Answer 
VelociImmune mice 
antibodies

LERC Score: 4.88
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Documents that produce equivalent 
answers are positive

Gold document with highest overlap with 
gold answer

All other web based documents that are 
not annotated as gold

Documents are irrelevant if they lack 
information for answering the question

Start with claim, sub-question, and gold answer 
from AVeriTeC

Gold documents are chunked from the annotated 
reference answer’s article

Use BM25 to weed out irrelevant documents

Generate positive and negative documents
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Results: Do we see improvement in downstream veracity classification? Yes!

6% gain over baseline 
Contriever!
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ClaimDecomp Proportion of relevant top-ranked documents in test set
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Average LERC score between top-ranked document generated answer and reference answer
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BM25 Contriever gold LERC distill CFR
Combines distill 
(gold) + LERC

5 Fine-tune reranker using contrastive learning 

5 Contrastive Fact-
Checking RerankerFinetuning
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