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How does the outputs from retrieval-augmented LMs change when
varying the in-context documents or the base LM?

e Can LMs properly use relevant in-context documents Question: If | need pain relief, how do | know whether to
and ignore irrelevant ones? choose between aspirin, Tylenol, Advil, etc.?
- . . . + e
e Does retrieval augmentation in training matter? T L "Relevant / Partially Relevant /
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e Question source: ELI-5 (Fan et al., 2019) 0 20 40 60 80 100
e Answers are generated in the settings on the right. Percentage of data
WebGPT docs are used in "without docs” settings e 100 Answers in each subset = 400 ~ 800 instances
e The dataset is open-sourced and can be used for e | Ms: WebGPT > GPT-3.5 > Alpaca
developing automatic attribution evaluation models e Documents: WebGPT > Human > No Document
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