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• Can LMs properly use relevant in-context documents 
and ignore irrelevant ones?  

• Does retrieval augmentation in training matter?       
(Takeaway 1) 

• Are there patterns of attribution that guide the 
designing of RAG systems? (Takeaway 2) 

• Can NLI models be used to identify unsupported 
sentences?          (Takeaway 3 & 4)

Takeaway 1:  
An LM trained with 
retrieval(WebGPT) 
generates sentences that 
are most attributed to 
in-context evidence 
documents

       Retrieval / attribution 
during training 

Takeaway 3:  
NLI models are 
promising for 
identifying 
generated 
unsupported 
sentences

The dataset is open-sourced. People can train it 

F1 score against human labels

Takeaway 2:  
We should carefully add evidence documents to LMs
1.The order of information in documents largely affects the order 
of outputs.
2.Irrelevant document meaningfully change surface features 

Takeaway 4: LM answers are more supported when 
documents are more relevant 

SALAD: Sentence-level Attribution of Long-
form Answers to evidence Documents 

• 3-way human annotation on whether each sentence is 
supported, and by which sentence in documents 

• Question source: ELI-5 (Fan et al., 2019) 
• Answers are generated in the settings on the right. 

WebGPT docs are used in “without docs” settings 
• The dataset is open-sourced and can be used for 

developing automatic attribution evaluation models

• 100 Answers in each subset = 400 ~ 800 instances 
• LMs: WebGPT > GPT-3.5 > Alpaca 
• Documents: WebGPT > Human > No Document

Percentage of data

How does the outputs from retrieval-augmented LMs change when 
varying the in-context documents or the base LM?


